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+158b parameters
->
8.2% gain on LAMBADA
->
423 more correct iInstances
->

~370 million parameters needed
for each new correct instance!
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World Scopes

How does reporting bias change?

What new knowledge do models have access to?

What advances in modeling and fusion are necessary?



WST
WS2

Local context and
Parameters that saturate on a small corpus

The Corpus

Multi-sentence context and
Parameters that saturate eventually?

The (linguistic) Internet

Janet will back the bill

Jurafsky & Martin

4
Input [CLS] 1 my dog is ( cute W [SEP] he ( likes W play 1 ( ##ing W [SEP]
Token
Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe EIikes Eplay E##ing E[SEP]
= = = = = . . . = o= .
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
== == == == == 4= 4= 4= == == 4=
Position
Embeddings E0 E1 E2 E3 E4 E5 E6 E7 E8 E9 Elo

Devlin et al. 2018
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s @ Isiteveryunary relationship?
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B e e Water bottles are metallic
= s REnlE Mugs have words
Ry mﬂiﬁ-‘: = o
Water bottles have words

—— .




WSB — How much “Know\edge S IN an Image”?

—== |s it every unary relationship?

Water bottles are clear
Water bottles are metallic
Mugs have words

Water bottles have words

Is it every pairwise relationship?




WS3 — How much “knowledge™ is in an image’

s @ Isiteveryunary relationship?
Water bottles are clear
= e WEs Water bottles are metallic
== Il"lf v i [Vadpems 1= MUQS have WOFdS
Ty mtﬁ-': = ©
Water bottles have words

Is it every pairwise relationship?
Water bottles go on desks,
Slippers go on floors,

Poofs are smaller than desks
Poofs are larger than slippers




WSS — How much "knowledge” is in an image’

— Is it every unary relationship?

— Water bottles are clear

Water bottles are metallic
s SR Mugs have words

= - Water bottles have words

|
|
|
|
|
|
!
|
I
I
l
Qi

.... [ -

Is it every pairwise relationship?
Water bottles go on desks,
Slippers go on floors,

Poofs are smaller than desks
Poofs are larger than slippers

Is it that the privacy cover on the webcam is
still up so | probably just got off a call
indicating it’s during the work day and since
the water bottle is full and there’s a small
plate on the desk, can we infer that Yonatan
is taking work meetings during lunch?
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— Is it every unary relationship?

— Water bottles are clear

Water bottles are metallic
s SR Mugs have words
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Is it every pairwise relationship?
Water bottles go on desks,
Slippers go on floors,

Poofs are smaller than desks
Poofs are larger than slippers

Is it that the privacy cover on the webcam is

still up so | probably just got off a call

indicating it’s during the work day and since

the water bottle is full and there’s a small

plate on the desk, can we infer that Yonatan

is taking work meetings during lunch? Yes
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Is it every object affordance?

Blocks can stack.

Well, some blocks can stack.
Wheels can roll.

7 Wheels experience friction.

% oo s it every possible state or transition?

Car can have 3 pink block on top.
Car can have one green on top.

Car can slide forward or backward.
Top pink block can be removed.

https://www.youtube.com/watch?v=HgjpMtRpNrM
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WS4 — How much “knowledge” is in an environment?

= AP Is it every object affordance?

Blocks can stack.
Well, some blocks can stack.

~ PEEESY Wheels can roll.

itk , Wheels experience friction.

Is it every possible state or transition?

Car can have 3 pink block on top.
Car can have one green on top.
Car can slide forward or backward.
Top pink block can be removed.

It starts to seem silly to even imagining using
language to enumerate the possibilities of an
environment, even a tabletop with blocks. The
affordances, states, and transitions we learn for
planning are strikingly mundane to express
verbally, even on something like WikiHow.
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Make the green ball
touch the blue ball

[Bakhtin et al., NeurlPS’19]
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A distant concern
A real moonshot
Thick tension
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Object Physical Affordances
Representations Reasoning and Plans
N @({({(((I’ ";?,7% ;‘ ' | \
e,
A distant concern Should | hammer a nail with
A real moonshot 1) a screwdriver or
Thick tension 2) a rock?

Heavy emOthnS [Bisk et al., AAAI'20]
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human aaron

-
@ (@humanaaron

annoying person: am | annoying?

everyone: *annoyed™ no
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What delimits a World Scope?

You can't learn language ...

... from the radio (Internet). WS2 ¢ WS3

A task learner cannot be said to be in WS3 if it can
succeed without perception (e.g., visual, auditory).

... from a television. WS3 ¢ WS4

A task learner cannot be said to be in WS4 if the space of its
world actions and conseguences can be enumerated.

.. by yourself. WS4 ¢ WS5

A task learner cannot be said to be in WS5 unless achieving
ts goals requires cooperating with a human in the loop.



What should we do about this?



Rethink every task



Rethink every task

Include phenomena from WS3-5 in your model’s universe ...



Rethink every task

Include phenomena from WS3-5 in your model’s universe ...

Will grounding make generation more controllable”? Yes.



Rethink every task

Include phenomena from WS3-5 in your model’s universe ...

Will grounding make generation more controllable”? Yes.
Should model evaluation use humans-in-the-loop?  Yes.



Rethink every task

Include phenomena from WS3-5 in your model’s universe ...

Will grounding make generation more controllable”? Yes.
Should model evaluation use humans-in-the-loop?  Yes.
Can MT systems use interaction for more targeted learning”? Yes.



Rethink every task

Include phenomena from WS3-5 in your model’s universe ...

Will grounding make generation more controllable”? Yes.
Should model evaluation use humans-in-the-loop?  Yes.
Can MT systems use interaction for more targeted learning”? Yes.

Can physical exploration improve knowledge of entailment? Yes.



Rethink every task

Include phenomena from WS3-5 in your model’s universe ...

Will grounding make generation more controllable”? Yes.
Should model evaluation use humans-in-the-loop?  Yes.
Can MT systems use interaction for more targeted learning”? Yes.
Can physical exploration improve knowledge of entailment? Yes.

Can perception resolve syntactic/anaphoric/discursive ambiguity”? Yes.



Rethink every task

Include phenomena from WS3-5 in your model’s universe ...

Will grounding make generation more controllable”? Yes.

Should model evaluation use humans-in-the-loop?  Yes.

Can MT systems use interaction for more targeted learning”? Yes.

Can physical exploration improve knowledge of entailment? Yes.

Can perception resolve syntactic/anaphoric/discursive ambiguity”? Yes.
Can tests in a simulator capture distinctions that MC struggles with”?  Yes.



Rethink every task

Include phenomena from WS3-5 in your model’s universe ...

Will grounding make generation more controllable”? Yes.

Should model evaluation use humans-in-the-loop?  Yes.

Can MT systems use interaction for more targeted learning”? Yes.

Can physical exploration improve knowledge of entailment? Yes.

Can perception resolve syntactic/anaphoric/discursive ambiguity”? Yes.
Can tests in a simulator capture distinctions that MC struggles with”?  Yes.

...and consider where signal for your task comes from!
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